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Introduction 
Multi-biometric systems have already proved to be 
able to outperform unibiometric systems by 
combining several modalities [1][2][3][4]. In those 
systems, the key issue is the fusion method. Among 
the different levels of fusion [5], match score level 
fusion has been very studied; most probably 
because fusing scores at that confidence level 
allows a parallel development of each unibiometric 
system and offers a good tradeoff between richness 
of information and ease of implementation. Besides, 
an advantage of fusion at this stage is that existing 
and proprietary biometric systems are not affected, 
allowing for a common middleware layer to handle 
the multimodal application but with a portion of 
information. In order to have a consistent fusion 
scheme, outputs of each individual matcher first 
have to be converted into a common format. Then, 
a score normalization process must be performed in 
order to have scores in the same range, such as 
MinMax, Z-Score, Tanh, adaptive normalizations [6]. 
Finally, a fusion rule is applied to normalized scores 
to obtain the fused ones. Many fusion techniques 
have been proposed so far: these methods include 
classification approaches such as neural networks, 
k-nearest neighbor, classification tree, SVM and 
some simple combination approaches such as min 
rule, max rule and product rules [7]. The purpose of 
this paper is to contribute a novel adaptive 
combination approach to match score level fusion, 
using wavelets and based on some key ideas of 
image processing and visual perception. 
 
The remainder of this paper is organized as follows. 
In section 1, the basic theory of wavelet image 
fusion will be introduced. The use of chimeric users 
in multibiometrics will be discussed in section 2. An 
introduction to wavelet domain score fusion will be 
given in section 3 and the wavelet domain score 
fusion framework will be detailed in section 4. Then, 
some experiments and results will be described in 
sections 5 and 6 respectively. Finally, a conclusion 
will be drawn to show the advantages of the 
proposed method over several actual fusion 
techniques. 
 
Wavelet image fusion 
Wavelet Image Fusion (WIF) is an image fusion 
technique using the wavelet transform 
[8][9][10][11][12][13], a recent state of the art can be 
found in [14]. The main advantage of merging 
images in wavelet domain is that we can process 
various frequency ranges differently. To explain the 
WIF principle (Figure 1), let us consider two different 
images I1(x,y) and I2(x,y) to be fused into a new 
image. First, a two-dimensional discrete wavelet 
transform (2-D DWT, denoted as W), into L levels, is 
performed on both input images. 

 
Figure 1. Wavelet Image Fusion (WIF) process 

When an image is transformed into L levels, we get 
(3L+1) subbands, one approximation subband or 
baseband Cj of low frequency and 3L subbands Dh, 
Dv, Dd of high frequency. Let f(x,y) be an original 
image, denoted by C0, 2-D DWT can be performed 
as follows: 
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Reconstruction formula (2D-IDWT) is given by: 
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( , 1, ,1)j J J= − …           (2) 
 
where h, v, d represents horizontal, vertical and 
diagonal respectively. H’ and G’ is conjugate 
transpose of H (low pass filter) and G (high pass 
filter) respectively. J is the decomposition level. 
The process of decomposing an image with a 2-D 
DWT into L levels is called multiscale decomposition 
(MSD) or multiresolution analysis (MRA) [15]. 
 
Then, the transformed images are combined in 
wavelet domain using a defined fusion rule φ  then 
transformed back to the spatial domain using a two-
dimensional inverse discrete wavelet transform (2-D 
IDWT, denoted as W−1) to give the resulting fused 
image I(x,y) (3). 
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Besides the multiscale decomposition analysis 
derived from the 2-D DWT, a key issue in MSD-
based image fusion is how to form the fused MSD 
representation from the MSD representations of the 
source images. 
 
The processing to achieve this goal is what we 
called a fusion rule. Some general alternatives for 
constructing a fusion rule are illustrated in Figure 2. 



These include several choices: 
 
• The choice of an activity level measurement: 

the activity level of an MSD coefficient reflects 
the local energy in the space spanned by the 
term in this expansion corresponding to this 
coefficient, 

 
• A coefficient grouping method: the method to 

associate MSD coefficients with each other, 
 
• A coefficient combining method: the method to 

produce the composite MSD representation, 
starting from the source MSD representations, 

 
• A consistency verification method: consistency 

verification attempts to exploit the idea that it is 
very likely that a good fusion method will 
compute neighboring coefficients in the 
composite MSD in a similar manner. For 
Choose Max (CM) combining, consistency 
verification is especially simple; it ensures that 
a composite MSD coefficient does not come 
from a different source image from or all of its 
neighbors. 

 
When making fusion decisions, one common 
method is to select the MSD coefficient with the 
larger activity level. This makes the assumption that 
a larger activity implies more information, which 
must be taken with care since it is not always true. 
 
To explain the different alternatives available in 
forming a fusion rule, we make the assumption that 
there are just two source images, X and Y, and the 
fused image is Z. We note that all the methods 
described can also be extended to cases with more 
than two source images (which could correspond to 
more than two biometric modalities in our case). 
Generally, for an image I we denote the MSD 
representation as DI and the activity level AI. 
 
 
 

Thus, we shall encounter DX, DY, DZ, AX and AY. Let 
( , , , )p m n k l=

G  indicates the index corresponding 
to a particular MSD coefficient, where (m,n) is the 
spatial position in a given frequency band, k the 
decomposition level and l the frequency band of the 
MSD representation. Thus, ( )ID pG  and ( )IA pG  are 
the MSD value and activity level of the 
corresponding coefficient respectively. 
 
The coefficient-based activity (CBA) measures 
consider each coefficient separately. The activity 
level is described by the absolute value (4) or 
square of corresponding coefficient in the MSD 
representation. 
 

                   ( ) ( )I IA p D p=G G ,        (4) 

 
The following presents some selection schemes in 
wavelet domain: 
 
• Minimum selection (MinS) scheme: This simple 

scheme just picks the coefficient in each 
subband with the smallest magnitude: 

 
               ( ) min( ( ) , ( ) )Z X YD p D p D p=G G G ,       (5) 

 
• Maximum selection (MaxS) scheme: This 

simple scheme just picks the coefficient in each 
subband with the largest magnitude: 

 
               ( ) max( ( ) , ( ) )Z X YD p D p D p=G G G ,     (6) 

 
• Average selection (AveS) scheme: This simple 

scheme just computes the mean of each pair of 
coefficients in each subband: 
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Figure 2. The generic framework of image fusion schemes 

 



• Weighted average selection (WaS) scheme: This 
scheme developed by Burt and Kolczynski [21] 
uses a normalized correlation between two 
images’ subbands over a small local area. The 
resultant coefficient for reconstruction is 
calculated from this measure via a weighted 
average of the two images’ coefficients, 

 
• Window-based verification (WBV) scheme: This 

scheme developed by Li et al. [9] creates a 
binary decision map to choose between each 
pair of coefficients using a majority filter. 

 
 
On the use of chimeric users in multibiometrics 
Combining biometric modalities of a database with 
biometric modalities of another database results in 
the creation of chimeric users (i.e. virtual subjects 
created with biometric traits of different users) 
[16][17]. This commonly used practice in the 
multimodal literature was questioned during the 2003 
Workshop on Multimodal User Authentification [18]. 
 
At least two arguments (first one is technical, the 
second one is ethical) may justify the use of chimeric 
users: 
 
• Modality independence assumption: two or more 

biometric traits (in our case, face and iris 
biometric modalities) of a single person are often 
assumed independent of each other (Definition 1, 
[19]). A demonstration using a correlation matrix 
with face and speech classifiers can be found in 
[1]. 

 
Definition 1. Assume X and Y are two mean-centered 
random variables. X and Y are said to be statistically 
independent if ( ) ( ) ( )E XY E X E Y= . 
 
• Privacy issue: participants in the multimodal 

biometric experiments are often not ready to let 
institutes keep record of too much of their 
personal information at the same place. 

 
The use of chimeric users may overcome problems 
due to lack of real-user databases and it has been 
shown that generating multiple chimeric databases 
does not degrade nor improve the performance of a 
fusion operator when tested on a real-user database 
with respect to using only a real-user database [20]. 
 
Introduction to wavelet domain score fusion 
In match score level, a similarity matrix contains 
scores, deriving from a biometric matcher, which 
express the similarity between a target set (persons 
that are known to the system, i.e. the database) and a 
query set (subjects that are to be compared against 
the gallery set) (Figure 3). 
For a similarity matrix S with a generic element Ai,j, 
the value at (i,j) expresses the similarity between the 
ith query subject and the jth target subject. 
The same subjects are in both sets, but with separate 
instances of their biometric signatures. From here, we 
can define two types of scores: genuine scores result 
from comparing elements in the target and query sets 

of the same subjects. Imposter scores are those 
resulting from comparisons of different subjects. 
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Figure 3. An example of a similarity matrix. Darker 
values represent weak similarity, brighter values 

indicate stronger similarity 

Genuine scores should be as high as possible and 
imposter scores should be as low as possible. Thus, 
highest scores must appear along the diagonal of the 
similarity matrix and constitute what we called the 
genuine scores line (GSL). A perfect biometric system 
(100% recognition rate) should entirely separate 
genuine scores from imposter scores. 
 
In our approach, scores row vectors of similarity 
matrices are transformed into images (with a simple 
2-D mapping, see next section) to be fused in wavelet 
domain. Since higher scores are given to more 
similarity, a contrast enhancement operation must 
improve the recognition rate of the multi-biometric 
system, improving the separation between genuine 
and imposter scores. 
 
A common issue in image processing when 
considering finite length signals such as images is 
known as board distortions or edge-effects. In our 
method, those signal-end effects are managed by 
half-point 2-D symmetric padding (Figure 4). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Illustration of an half-point 2-D symmetric 
padding on a (2x3) matrix 
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Since we are going to perform a MRA on images, 
time-scale wavelets have been focused on. We 
retained the Daubechies’ wavelet which is an 
orthogonal compactly supported wavelet with highest 
number of vanishing moments for a given support 
width. 
Since the more vanishing moments, the more efficient 
the contrast enhancement, a Daubechies’ wavelet 
having a high order might be suitable for our 
application (Figure 5). 
 

 
Figure 5. Daubechies’ wavelet of order 19 

 
Wavelet domain score fusion framework 
The entire framework that is going to be described is 
depicted in Figure 6. 
Let Vi,1 be the ith row vector of scores (row vector of 
scores for the ith probe subject) deriving from the first 
similarity matrix. A simple 2-D mapping is performed 
on Vi,1, being reshaped into a square matrix: assume 
M is the length of Vi,1, the side c of the square is 
defined such as: 
 

,

c M

c M

⎧ =⎪
⎨ ⎡ ⎤=⎪ ⎢ ⎥⎩

, if M is a perfect square

otherwise
 

 
That operation minimizes the area of the square 
matrix for computation purpose. When M is not a 
perfect square, a zero-padding is applied when filling 
the end of the matrix. Zero-padding is suitable here, 
since we work with similarity scores; no additional 
information is added or subtracted. The number Nz of 
zeros in the zero-padding operation is 
simply 2

zN c M= − . 
Thus, a square matrix is constructed by vertically 
concatenating scores blocks of size of c. 
 
The same process is performed on Vi,2 which is the ith 
row vector of scores deriving from the second 
similarity matrix. Then, following the wavelet image 
fusion scheme (Figure 1), a 2-D DWT is performed on 
each image matrix with a Daubechies’ wavelet, into L 
levels, where L takes value between [1, Lmax]. 
The maximum decomposition level Lmax of an image 
of size of (S x S) is computed as follows: 
 
              { } *

max max 2 ,L

L
L S L N += ≤ ∈         (8) 

Once the decomposition in wavelet domain has been 
done, wavelet coefficients in each subband are 
combined according to a fusion rule φ  to obtain a 
fused scores matrix. 
 
Concerning the fusion rule, MinS scheme is chosen 
for approximation coefficients (representing low 
frequencies in the 2-D DWT decomposition, 
assimilated to imposter scores). Besides, highest 
scores from each row vector of scores are thought to 
be at the same location (thanks to the structure of 
similarity matrices) and wavelet coefficients having 
large absolute values contain the information about 
the salient features of the images such as edges and 
lines. Therefore, MaxS scheme is chosen for details 
coefficients (representing high frequencies in the 2-D 
DWT decomposition, assimilated to genuine scores), 
in order to reinforce those maximum values.  
 
Then, a 2-D IDWT is performed to recover our fused 
scores matrix in the spatial (score) domain. Finally, 
that matrix is reshaped into a fused row vector of 
scores (inverse 2-D mapping) and a vector cropping 
is performed in order to recover the length of each 
initial row vector of scores (we simply remove the Nz 
final values). 
 

 
Figure 6. Wavelet domain score fusion framework. 

(e.g. 2nd row of scores of similarity matrices) 

 
The result is a fused similarity matrix where genuine 
scores have been increased and imposter scores 
have been decreased at the same time, leading to a 
better separation between genuine and imposter 
scores, hence a better recognition rate of the 
multimodal system. This process can be seen as a 
contrast enhancement operation (Figure 6). 



Experiments 
For our experiments, we used two very well-known 
databases: FERET face database [22] and CASIA V3 
iris database [27]. We precisely followed the testing 
framework described in [6], allowing the conduction of 
normalization and fusion technique evaluations. This 
framework consists of the following steps: 
 
1. Assemble two sets of biometric signatures: a 

target set and a query set. For practical tests, the 
intersection of these two sets should not be null. 

2. Obtain a match-score for each pair of query and 
target signatures and store in a similarity matrix, 
whose size is query set size by target set size. 

3. Extract gallery set (any arbitrary subset of the 
target set) and probe set (any arbitrary subset of 
the query set) to perform “virtual” experiments on 
a subset of the population. 

4. Repeat steps 1-3 for each biometric mode. 
5. Assemble and align the similarity matrices from 

step 2; this includes converting data to a 
common format (distance or similarity measure), 
forming subsets to obtain matrices of the same 
size, and data mating to create real or virtual 
subjects, relying upon the assumption that the 
individual modalities concerned are statistically 
independent of one another and could thus be 
assigned arbitrarily (though consistently) to form 
a set of mated virtual subjects for the purpose of 
testing. 

6. Score normalization. Assemble similarity 
matrices to a common number range. 

7. Score fusion. Fuse the set of normalized 
similarity matrices into a single fusion similarity 
matrix. 

8. Compute performance statistics (e.g. ROC curve) 
for verification from the genuine and imposter 
scores. Use each fusion score as a threshold and 
compute the false-accept rate (FAR) and false-
reject rate (FRR) by selecting those imposter 
scores and genuine scores, respectively, on the 
wrong side of this threshold and divide by the 
total number of scores used in the test. A 
mapping table of the threshold values and the 
corresponding error rates (FAR and FRR) are 
stored. The complement of the FRR (1 – FRR) is 
the genuine accept-rate (GAR). The GAR and 
the FAR are plotted against each other to yield a 
ROC curve, a common system performance 
measure. 

 
The face similarity matrix (FSM) has been 
constructed from the FERET face database [22], 
using the FA Gallery Set and the FB Probe Set. Face 
preprocessing has been performed according to the 
CSU System 5.0 [23]. Then, normalized face images 
have been compressed with a 2-D DWT into two 
levels, using a biorthogonal wavelet (‘bior1.3’). 

Finally, Log-Gabor PCA (LG-PCA) [24] face 
recognition algorithm has been implemented, which is 
based on basic PCA [25]. To generate match-scores, 
the Mahalanobis distance metric [26] (turned into a 
similarity distance) has been computed. Finally, the 
FSM is (1193x1193). 
 
The iris similarity matrix (ISM) has been generated 
from the CASIA V3 iris database [27]. The iris 
preprocessing and signatures generation algorithms 
that have been used are based on [28]. Iris 
preprocessing consists of iris segmentation, 
unwrapping and histogram equalization (occlusions 
have not been taken into account). Iris signatures are 
two vectors of size of (16x32), deriving from a 2-D 
wavelet packets analysis, keeping the second and the 
tenth wavelet packets. We have generated 338 (out 
of 396) different classes, five iris signatures per 
subject (three for the gallery, two for the probe). 
In order to compensate eye rotation effect (from -15° 
to +15°), 31 circular shifts (almost one shift per angle 
unit) are performed on each probe iris signature 
before computing a combined cosine similarity 
measure [28] with all gallery signatures. Thus, for 
each probe and for all the computed similarity 
measures, the best similarity measure is kept as the 
match-score. This leads to an iris similarity matrix of 
size of (676x1014). In order to be consistent with a 
real system, we randomly kept one row out of two 
(random probe subject) and one column out of three 
(the best corresponding gallery match), leading to a 
final ISM that has been reduced to (338x338). 
 
Since the FSM is bigger than the ISM, a sliding 
method, along the genuine scores line (Figure 3), of 
three different (338x338) submatrices deriving from 
the FSM has been achieved to consistently fuse 
scores, row by row (Figure 6). 
 
Assume X is the mean-centered face similarity matrix 
and Y is the mean-centered iris similarity matrix. 
According to Definition 1, we found E(XY) ≈E(X) E(Y), 
with an error ε=10-4. This result confirms the 
assumption that the individual modalities concerned 
are statistically independent of one another and thus 
can be used for creating “virtual users”. 
 
Results 
We present here some mean EERs, since we have 
three face similarity submatrices to be fused tree 
times with a single one iris similarity matrix. We 
compare our proposed fusion technique with some 
actual fusion rules, for several normalization methods. 
The LG-PCA face recognition algorithm has been 
used for face modality. 
For our wavelet fusion rule, according to Figure 2, we 
performed a DWT as the MSD method with a 
Daubechies’ wavelet of order 19 (‘db19’) and two 



decomposition levels. The absolute value of wavelet 
coefficients as been used as the activity level 
measurement (pixel-based level) combined with a 
multiscale grouping method. MinS scheme has been 
chosen for approximation coefficients and MaxS 
scheme has been selected for details coefficients. 
Nevertheless, no verification method has been 
implemented. Tests were conducted on a multimodal 
database of 338 subjects with a sliding method for the 
face similarity matrix. 
 

Table 1. Mean EER (%), LG-PCA algorithm 

Fusion Rule Normalization 
Method Min Max Sum Proposed 

MinMax 2.96 0.28 0.04 0.02 
Z-Score 1.43 0.22 0.03 0.09 
QLQ 1.88 0.19 0.11 0.08 
 
We can first notice that our wavelet fusion method is 
the best fusion rule using MinMax normalization. 
However, Z-Score normalization appears not to be 
very suitable for our method. An interesting result is 
that proposed wavelet fusion rule outperforms “QLQ–
Sum” combination, which is considered as one of the 
most efficient technique in multimodal fusion [29]. 
Another interesting result is to observe the Mean 
ROC curves, comparing face modality only, iris 
modality only and our fusion method combining face 
and iris modalities (Figure 7). We can clearly see that 
fusion really outperforms both face and iris modalities. 
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Figure 7. Mean ROC Curves. Face modality only 

(squares), iris modality only (circles) and fusion of iris 
and face using MinMax normalization and wavelet 

domain scores fusion (asterisks). 

 
For a FAR=10-3% (a common chosen operational 
point), face and iris modalities give nearly 92% 
recognition rate whereas our fusion method reaches 
100% recognition rate. 
 
 
 

Conclusions 
First, recent score normalization and fusion rules 
have been introduced and wavelet image fusion 
theory has been explained. Then, we proposed a 
novel combination technique called wavelet domain 
scores fusion, trough a precise framework. This 
adaptive technique is based on a visual perception 
principle (contrast enhancement) and takes 
advantages of merging images in wavelet domain to 
process various frequency ranges differently. Finally, 
a testing framework for multimodal databases has 
been used to present some encouraging results. Our 
proposed method does not need any threshold and 
can be easily implemented on an embedded 
hardware since it mainly uses discrete wavelet 
transforms. Wavelet domain scores fusion appears as 
a flourishing candidate over actual combination 
approaches, as underlined by the promising results. 
Some objectives of the future work should be to test 
some local activity level measurements, implement a 
verification method, construct a bigger multimodal 
database and study the robustness of our system to 
noise. 
 
Acknowledgements 
Portions of the research in this paper use the FERET 
database of facial images collected under the FERET 
program, sponsored by the DOD Counterdrug 
Technology Development Program Office. Portions of 
the research in this paper use the CASIA-IrisV3 
collected by the Chinese Academy of Sciences 
Institute of Automation (CASIA). The author would 
like to thank B. Giraud for interesting technical 
discussions and Y. Meyer for invaluable theoretical 
advices in numerous work sessions. 
 
References 
[1] Kittler, J., Hatef, M., P.W. Duin, R., and Matas, J. 
(1998). “On combining classifiers”. IEEE Transactions 
on Pattern Analysis and Machine Intelligence (PAMI), 
20(3):226-239. 
[2] Wang, Y., Tan, T., Jain, A.K., (2003). “Combining 
face and Iris biometrics for identity verification”. In 
AVBPA’03. 
[3] Wang, Y., Wang, Y., Tan, T., (2004). “Combining 
fingerprint and voiceprint biometrics for identity 
verification: an experimental comparison”. In Proc. 
ICBA’04. 
[4] Shu, C., and Ding, X., (2006). “Multi-biometrics 
fusion for identity verification”. In ICPR’06. 
[5] Nandakumar, K., (2005). “Integration of multiple 
cues in biometric systems”. M. Sc. Thesis, p.29. 
[6] Snelick, R., Indovina, M., Yen, J., Mink, A., (2003). 
“Multimodal biometrics: issues in design and testing”. 
In ICMI’03, pp.68-72, New York, USA. 
[7] Ma, Y., Cukic, B., Singh, H., (2005). “A 
classification approach to multi-biometric score 
fusion”. In AVBPA’05. 
[8] Nikolov, S., Hill, P., Bull, D., Canagarajah, N., 
(2001). “Wavelets for image fusion”. Wavelets in 
signal and image analysis, from theory to practice”, 
chapter 1, Kluwer Academic Publishers. 



[9] Li, H., Manjunath, B.S., Mitra, S.K., (1995). “Multi-
sensor image fusion using the wavelet transform”. 
Graphical Models and Image Processing, vol.57, pp. 
235-245. 
[10] Zhang, Z., and Blum, R.S., (1999). “A 
categorization of multiscale-decomposition-based 
image fusion schemes with a performance study for a 
digital camera application”. In Proc IEEE, 87(8):1315-
1326. 
[11] Santos, M., Pajares, G., Portela, M., de la Cruz, 
J.M., (2003). “A new wavelets image fusion strategy”. 
In IbPRIA 2003, pp. 919-926, Puerto de Andratx, 
Mallorca, Spain. 
[12] Chao, W., and Zhong-Fu, Y., (2007). “Perceptual 
contrast-based image fusion: a variational approach”. 
Acta Automatica Sinica, 33(2):132-137. 
[13] Hill, P., Canagarajah, N., Bull, D., (2002). “Image 
fusion using complex wavelets”. In BMVC’02, Cardiff, 
UK. 
[14] Dasarathy, B.V., (2007). “Image fusion: advances 
in the state of the art”. Guest editorial, 8(2):114-118. 
[15] Mallat, S.G., (1999). “A Wavelet Tour of Signal 
processing”. Academic Press. 
[16] Dorizzi, B., Garcia-Salicetti, S., Allano, L., (2006). 
“Multimodality in biosecure: evaluation on real vs. 
virtual subjects”. In ICASSP’06: IEEE International 
Conference on Acoustics, Speech and Signal 
Processing, vol.V. 
[17] Garcia-Salicetti, S., Mellakh, M.A., Allano, L., 
Dorizzi, B., (2005). “A generic protocol for 
multibiometric systems evaluation on virtual and real 
subjects”. In AVBPA’05. 
[18] Dugelay, J.-L., et al., (2003). In MMUA’03: 
Workshop on Multimodal User Authentification, Santa 
Barbara, USA. 
[19] Feller, W., (1971). “An introduction to probability 
theory and its applications”, vol.2, John Wiley & Sons. 
[20] Poh, N., and Bengio, S., (2006). “Using chimeric 
users to construct fusion classifiers in biometric 
authentification tasks: an investigation”. In 
ICASSP’06: IEEE International Conference on 
Acoustics, Speech and Signal Processing, vol.V, 
pp.1077-1080. 
[21] Burt, P.J. and Kolczynski, R.J., (1993). 
“Enhanced image capture through fusion”. In Proc. 
ICCV’93: the 4th International Conference on 
Computer Vision, pp.173-182. 
[22] Phillips, P. J., et al., (1996). “The FERET 
september 1996 database and evaluation procedure”. 
[23] The CSU System 5.0 user’s guide (2003): 
http://www.cs.colostate.edu/evalfacerec/algorithms/ve
rsion5/faceIdUsersGuide.pdf. 
[24] Perlibakas, V., (2005). “Face recognition using 
principal component analysis and log-Gabor filters”. 
Unpublished manuscript.  
[25] Turk, M., and Pentland, A., (1991). “Eigenfaces 
for Recognition”. Journal of Cognitive Neuroscience, 
1(1):71-86. 
[26] The Mahalanobis distance, internet address: 
http://en.wikipedia.org/wiki/Mahalanobis_distance. 
[27] The CASIA Database (2003), internet address: 
http://www.cbsr.ia.ac.cn/irisdatabase.htm. 
[28] Rydgren, E., Ea, T., Amiel, F., Rossant, F., 
Amara, A., (2004). “Iris features extraction using 
wavelet packets”. In ICIP’04, pp.861–864. 
[29] Ross., A. A., et al., (2006). “Handbook of 
multibiometrics”. Springer-Verlag, New York, USA. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


